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“Physics simulates how events play out according to 

physical law. GPT simulates how texts play out 

according to the rules and genres of language.” 

– Scott Alexander



Why publish? 

• Exchange ideas globally

• Network with the scientific community

• Acquire research funding

• Advancement in career

• Allows you to become an effective science communicator

Language 
clarity is critical

Your research is not complete 
until it is published

“Without publication, science is dead.”

Novelty is of paramount 
importance





So, what are these Large Language Models?

“Large language models (LLMs) are deep learning models with a huge number of parameters trained in an

unsupervised way on large volumes of text. LLMs started to emerge around 2018 and since then there has been a

sharp increase in the number of parameters and capabilities (for example, GPT-4 has over 100 trillion parameters

and can process both text and images).” [1]

Some popular examples of LLMs 

include:

➔ GPT-3/3.5/4 from OpenAI

➔ Megatron-Turing NLG from 

Nvidia and Microsoft

➔ PaLM2, LaMDA and Bard, from 

Google AI

➔ Wu Dao 2.0 from Beijing 

Academy of Artificial Intelligence

➔ LLaMA from Meta

This image reflects early exploration of 

Med-PaLM 2's future capabilities

(Source: 

https://sites.research.google/med-palm/)

Bard Demonstration

(Source: https://soulscribed.medium.com/google-bards-

multimodal-visual-feature-is-a-game-changer-15-use-cases-

d697a6f0e4b6

[1] Volume 5 | May 2023 | 277–280 | 277nature reviews physics https://doi.org/10.1038/s42254-023-00581-4



GPT 4.0: Multimodal Vision-Text Models Prompt: Generate a diagram of the Human

Heart without labeling



How can Large Language Models (LLMs) be utilized in scientific research?

● Efficiently extract relevant information from scientific literature.

● Aid in data analysis, interpretation, and hypothesis generation.

● Assist in drafting research papers, summaries, grant proposal writing and outreach content.

● Generate code examples and improve code.

● Facilitate language translation for cross-language research collaboration.

● Contribute to automated reasoning and exploration of scientific concepts.

● Assist in experimental design by analyzing existing literature.

● Enhance communication between researchers and collaboration.

● Automate data annotation and labelling for machine learning projects.

● Excel in text mining tasks for extracting insights from unstructured data.

● Contribute to educational/teaching materials by explaining complex concepts for diverse audiences.



Example of composing a "Funding Proposal”:

Source: https://chat.openai.com/share/83daac15-9104-4787-951c-f5a9e0976fce



Example contd.:



Summarize the blog: The Llama Ecosystem: Past, Present, and Future

(https://ai.meta.com/blog/llama-2-updates-connect-2023/)

Source: https://chat.openai.com/share/ef88b368-b87d-4b49-9be8-4e2eab628aae



Coding:

1. Problem Solving: Stuck on a coding challenge or debugging 
an issue? Can help you break down the problem, identify key 
steps, and guide you through the solution.

2. Concept Explanation: If you're struggling to grasp a 
programming concept, Can explain it in simpler terms, provide 
examples, and answer any questions you have.

3. Code Review: Share your code with ChatGPT, and can 
provide feedback on best practices, suggest improvements, and 
help you write cleaner and more efficient code.

4. Algorithm and Data Structures: Need help with algorithms 
or data structures? Can explain different approaches and help 
you choose the most suitable one for your problem.

5. Language Assistance: Whether you're coding in Python, 
JavaScript, Java, or another language, Can assist with syntax, 
libraries, and language-specific features.

6. Learning Resources: Can recommend online resources, 
tutorials, and documentation to supplement your learning and 
enhance your coding skills.

7. Project Guidance: Working on a larger project? Can help 
you plan, organize, and structure your codebase for better 
maintainability and scalability.

Problem Solving:
If you're trying to reverse a list in Python, and you're stuck, can guide you through the solution:

Concept Explanation:
If you're struggling with the concept of list comprehensions, can explain it and provide an example:

Algorithm and Data Structures:
If you're working with a sorting algorithm, like bubble sort, can explain the algorithm and help you 
implement it:

Language Assistance:
If you're unsure about a Python feature, like using zip() to combine two lists, can help:



Explain New 
Concept:



Example2: Explain the main idea behind a Particle Swarm Optimizer
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Distinctions:

• Chat GPT is a particular tool 
among many, and not the only 
kind.

• LLMs are not sentient, thinking 
technologies.

• Autocomplete on steroids

• AI tools are not search engines.

• ChatGPT can be wrong, and it 
is frequently.

• When LLMs make things up, we 
call that a hallucination.



LLM Hallucinations: The First 
Danger Sign



• Use ChatGPT to help you generate research questions

• You might know that you’re interested in researching burnout in Nursing, but there are many ways of 
exploring that topic. Ask ChatGPT for research questions related to this topic.

• Partner with ChatGPT to develop an outline of your paper.

• Use ChatGPT to make sense of research

• Enter text, and ChatGPT will paraphrase it.
• Works as a tool to help understand technical 

language
• ChatGPT can be an excellent tool for English Language 

Learners

24/7 Study Buddy



Become a Prompt Engineer?

ChatGPT can help you consider other 
questions and angles regarding a 

research topic. Here are just a handful 
you might ask:

• Which industries are most 
impacted by my research 
question?

• Are there important historical 
milestones regarding my research 
question?

• Are there key figures involved 
in my research question?

• Which geographical areas are 
most impacted by my research 
question?

• Can you list pro/con arguments 
about my research question?



ChatGPT is a powerful tool primarily because 

it is very receptive to a variety of inputs. You 

can be very specific in your requests, and 

you can provide important context 

• Ask for a specific style—scholarly, concise, 
verbose, etc.

• Ask to remove jargon

• Ask to avoid passive voice

• Use simple sentences

• Ask ChatGPT to write like a scholar

• Ask it to describe an issue as if it were talking to a 
child

• Ask it to write like an economist, a sociologist, an 
educator, etc.

Tips

Making the most out of your new research assistant

Chat GPT and the power of iteration







References to LGBTQ+ groups triggered significantly more toxic prompt completions than 
the baseline reference to “person”.

Prompt completion examples for 
LGBT+ by GPT-3

https://medium.com/asos-
techblog/addressing-lgbtq-bias-in-gpt-3

By Dr. Fabon Dzogang, from 



Some Bias Examples in LLMs these days:



What the European Commission Says about the Responsibility of the Researchers…

• Responsibility and Accountability: Researchers are responsible for the integrity of AI-

assisted content, acknowledging AI's limitations like bias and inaccuracies. AI systems should not

be credited as authors.

• Transparency: Clearly disclose the use of generative AI tools, detailing the tools used, their

versions, and how they impacted the research. Address the stochastic nature of AI to ensure

reproducibility and robustness.

• Privacy and Intellectual Property: Protect sensitive data by avoiding uploads of unpublished

work into online AI systems without assurances against reuse. Comply with data protection

regulations and obtain consent for using personal data.

• Legal Compliance: Adhere to relevant national, EU, and international laws, especially

concerning intellectual property and personal data protection. Recognize and cite others' work

appropriately to avoid plagiarism.

• Continuous Learning: Stay updated on best practices for generative AI, ongoing training to

maximize its benefits, and sharing knowledge with peers.

• Avoidance in Sensitive Activities: Refrain from substantial use of generative AI in peer

reviews or evaluations to prevent unfair treatment and protect the unpublished work of other

researchers.

• Ethical Considerations: Understand and address the ethical implications related to privacy,

confidentiality, and intellectual property when using generative AI tools.



“AI tools can help researchers arrive at new ideas and improve self-written texts, especially for non-
native speakers of English. However, we need to consider that AI tools also raise questions about what 
exactly constitutes their responsible use.”

IEEE Robotics and Automation Society Directives on the Usage of Generative AI:

https://www.ieee-ras.org/publications/guidelines-for-generative-ai-usage

Authors must comply with the guidelines on the use and disclosure of content generated by artificial intelligence (AI) 
specified in the IEEE Publication Services and Products Board Operations Manual: 8.2.1.B.10:

The use of content generated by artificial intelligence (AI) in an article (including but not limited to text, figures, 
images, and code) shall be disclosed in the acknowledgments section of any article submitted to an IEEE publication. 
The AI system used shall be identified, and specific sections of the article that use AI-generated content shall be 
identified and accompanied by a brief explanation regarding the level at which the AI system was used to generate 
the content.

The use of AI systems for editing and grammar enhancement is common practice and, as such, is generally outside 
the intent of the above policy. In this case, disclosure as noted above is recommended.

8.2.1.C.5:
Information or content contained in or about a manuscript under review shall not be processed through a public 
platform (directly or indirectly) for AI generation of text for a review. Doing so is considered a breach of 
confidentiality because AI systems generally learn from any input.

https://pspb.ieee.org/images/files/PSPB/opsmanual.pdf






Insert your 
proposed 
abstract

AI at work: Springer Journal Selection Tool



Recommended 
journals

Advanced 
Matching

Refine your 
results

















The 1/3 – 2/3 Rule from a reviewer’s perspective:

▪ 1/3 time to read your introduction and make a decision

▪ Remaining 2/3 time to find evidence for the decision

A good introduction with a good motivation is half of your success!

▪ Explain the problem from a broad perspective

▪ Try to add a simple motivating example on the problem and your approach

▪ Try to cite pertinent review articles but no detailed literature survey 

▪ Describe your approach 

▪ Clearly state your contributions through bulleted points

▪ Mention existing solutions and limitations and how you can overcome them

▪ Briefly state the organization of the rest of your article.

Introduction: The most important part in the body of your paper!



• How nicely a paper can start….(ICCV 2017, 25,000+ citations by now)



Discussion

• The most difficult section for most authors to write.

• Be humble

• Do not overstate the importance 
of your results

• DO NOT JUST READ OUT YOUR RESULTS IN THE NAME OF 
DISCUSSION.

• Our findings prove that…

• Our findings show that…

• Our findings suggest that…





Writing Simply

“Those who have the most 
to say usually say it with the 
fewest words”

Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



Richard P. Feynman, 1965 Physics Nobel Laureate, while attending a sociology

seminar, was confused by the first sentence from a speaker, who was reading:

“Socio-economic creatures extract their 
information through visual symbolic 
channels”

Do you know what does that mean?

That means - “People Read!!”

Source: “Surely You are Joking Mr. Feynman”, His narrative biography.



Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



Writing simply & clearly

Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf





Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



Appears in Brumback RA. J Child Neurol 2009;24:370-378



After Submission: Not how it works



▪ Importance of the 

hypothesis

▪ Originality

▪ Clear progression 

through the paper

▪ Well presented “ Technical” Quality

“ 
N

o
v
e
lt
y

”

What are reviewers looking for?





A request for revision ?!

Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



A request for revision ?!

Source: erm.wustl.edu/Dodson_ERM_3.27.08.pdf



Beware of Forced Citation: Try to avoid something like the 
following…






